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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: HI (0.721); IA (0.016); NE (0.011); OH (0.252)

CVRMSPE: 0.05 (6 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  HI 

RTC Adopting States Included in Synthetic Control:  IA (2011); NE (2007); OH (2004)

Effect of 1990 RTC Law 10 Years After Adoption: 34.2%



20
0

30
0

40
0

Montana: Violent Crime Rate

V
io

le
nt

 C
rim

e 
R

at
e 

P
er

 1
00

K
 R

es
id

en
ts

1977 1992 2002

Treated Unit
Synthetic Control Unit

Note: DAW Variables and yearly lags are used as predictors
Composition of SC: HI (0.121); WI (0.879)

CVRMSPE: 0.409 (31 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  HI 

RTC Adopting States Included in Synthetic Control:  WI (2012)

Effect of 1992 RTC Law 10 Years After Adoption: 90.9%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: DE (0.092); IL (0.396); NE (0.512)

CVRMSPE: 0.049 (4 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  DE 

RTC Adopting States Included in Synthetic Control:  IL (2014); NE (2007)

Effect of 1996 RTC Law 10 Years After Adoption: 18.3%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: WI (1)

CVRMSPE: 2.043 (33 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  
RTC Adopting States Included in Synthetic Control:  WI (2012)

Effect of 1986 RTC Law 10 Years After Adoption: 13.4%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: DE (0.173); HI (0.827)

CVRMSPE: 0.208 (29 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  DE ; HI 

RTC Adopting States Included in Synthetic Control:  

Effect of 2007 RTC Law 7 Years After Adoption: 9.7%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: CA (0.485); DE (0.515)

CVRMSPE: 0.122 (23 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  CA ; DE 

RTC Adopting States Included in Synthetic Control:  

Effect of 2004 RTC Law 10 Years After Adoption: 14.7%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: HI (0.167); MD (0.833)

CVRMSPE: 0.152 (25 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  HI ; MD 

RTC Adopting States Included in Synthetic Control:  

Effect of 1996 RTC Law 10 Years After Adoption: 23.7%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: CA (0.195); HI (0.207); RI (0.598)

CVRMSPE: 0.04 (2 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  CA ; HI ; RI 

RTC Adopting States Included in Synthetic Control:  

Effect of 2004 RTC Law 10 Years After Adoption: -0.8%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: DE (0.27); IL (0.246); NE (0.484)

CVRMSPE: 0.055 (7 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  DE 

RTC Adopting States Included in Synthetic Control:  IL (2014); NE (2007)

Effect of 1996 RTC Law 10 Years After Adoption: 9.7%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: CA (0.014); CO (0.42); HI (0.062); MI (0.344); MN (0.161)

CVRMSPE: 0.049 (5 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  CA ; HI 

RTC Adopting States Included in Synthetic Control:  CO (2003); MI (2001); MN (2003)

Effect of 1990 RTC Law 10 Years After Adoption: -0.6%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: DE (0.077); HI (0.106); NE (0.043); NJ (0.17); OH (0.256); WI (0.348)

CVRMSPE: 0.018 (1 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  DE ; HI ; NJ 

RTC Adopting States Included in Synthetic Control:  NE (2007); OH (2004); WI (2012)

Effect of 1989 RTC Law 10 Years After Adoption: 26.5%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: DE (0.179); IL (0.821)

CVRMSPE: 0.088 (18 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  DE 

RTC Adopting States Included in Synthetic Control:  IL (2014)

Effect of 1997 RTC Law 10 Years After Adoption: 22.5%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: IA (0.625); WI (0.375)

CVRMSPE: 0.436 (32 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  

RTC Adopting States Included in Synthetic Control:  IA (2011); WI (2012)

Effect of 1985 RTC Law 10 Years After Adoption: -1.6%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: DE (0.291); IL (0.395); IA (0.314)

CVRMSPE: 0.123 (24 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  DE 

RTC Adopting States Included in Synthetic Control:  IA (2011); IL (2014)

Effect of 1997 RTC Law 10 Years After Adoption: 29.5%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: CA (0.578); NE (0.086); WI (0.336)

CVRMSPE: 0.06 (10 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  CA 

RTC Adopting States Included in Synthetic Control:  NE (2007); WI (2012)

Effect of 1996 RTC Law 10 Years After Adoption: 16.6%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: HI (0.756); KS (0.06); RI (0.108); WI (0.075)

CVRMSPE: 0.072 (14 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  HI ; RI 

RTC Adopting States Included in Synthetic Control:  KS (2007); WI (2012)

Effect of 1995 RTC Law 10 Years After Adoption: -20.2%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: HI (0.249); KS (0.235); NE (0.157); RI (0.269); WI (0.09)

CVRMSPE: 0.044 (3 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  HI ; RI 

RTC Adopting States Included in Synthetic Control:  KS (2007); NE (2007); WI (2012)

Effect of 1995 RTC Law 10 Years After Adoption: -3.6%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: HI (0.007); IA (0.993)

CVRMSPE: 0.377 (30 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  HI 

RTC Adopting States Included in Synthetic Control:  IA (2011)

Effect of 1990 RTC Law 10 Years After Adoption: 62.3%
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Note: DAW Variables and yearly lags are used as predictors
Composition of SC: HI (0.071); RI (0.525); WI (0.404)

CVRMSPE: 0.166 (26 of 33 states, where 1 denotes the state with the best pre-passage fit.)
States Never Passing RTC Laws Included in Synthetic Control:  HI ; RI 

RTC Adopting States Included in Synthetic Control:  WI (2012)

Effect of 1995 RTC Law 10 Years After Adoption: 15.8%



Appendix G: Data Sources

Variable(s)
Years

Available
Source Model(s) Notes

RTC Variables

(shalll & aftr)

1977-

2014

State

session

laws

DAW,

BC, LM,

MM

Statutes researched via Westlaw and HeinOnline. See footnotes 6 and 7 for explanations of

these variables’ constructions. Note that the spline variable is coded as 0 in all years for states

that passed before the data period, which depends on the model under consideration. For

example, for the DAW model (1979-2014), it is coded as 0 for states that passed before 1979.

Crime
1977-

2014
FBI

DAW,

BC, LM,

MM

UCR Data Tool for data through 2013; Table 4 of 2015 crime report for data in 2014. Each

crime rate is the corresponding crime count, divided by the population metric used by the FBI,

times 100,000.

Police Staffing
1977-

2014
FBI

DAW,

BC

Agency-year-level police employment data were acquired from the FBI and aggregated to the

state-year level. The police employee rate is the total number of employees, divided by the

population as given in the same dataset. In the BC model, this variable is the one-year lag of

logged police staffing per capita.

Population
1977-

2014
Census

DAW,

BC, LM,

MM

Intercensal estimates are used, except in 1970 and 1980, for which decadal-census estimates are

used. All models weight regressions by population; the LM and MM models also include it as a

covariate.

Population by

Age, Sex, and

Race

1977-

2014
Census

DAW,

BC, LM,

MM

Intercensal estimates are used.

Income Metrics
1977-

2014
BEA

DAW,

BC, LM,

MM

Includes personal income, unemployment insurance, retirement payments and other, and

income maintenance payments. All 4 measures are divided by the CPI to convert to real terms.

Consumer Price

Index

1977-

2014
BLS

DAW,

BC, LM,

MM

CPI varies by year but not by state.

Incarcerations
1977-

2014
BJS

DAW,

BC, MM

The number of prisoners under the jurisdiction of a state as a percentage of its intercensal

population. In the BC model, this variable is the one-year lag of the log of year-end

jurisdictional population per capita.

Land Area
1977-

2014
Census LM

Land area over a given decade is taken from the most recent decadal Census. The density

variable is intercensal population divided by land area.

Poverty Rate
1979-

2014
Census

DAW,

MM
The Census directly reports the percentage of the population earning less than the poverty line.

Unemployment

Rate

1977-

2014
BLS

DAW,

BC, LM

Arrests
1977-

2014
FBI LM, MM

Agency-month-year-level arrests data, separated by age, sex, race, and crime category, were

acquired from the FBI and aggregated to the state-year level. For each crime category, the arrest

rate is the number of arrests for that crime as a percentage of the (UCR-reported) number of

crimes.

Crack Index
1980-

2000

Prof.

Roland

Fryer

MM Following the MM model, we use the unadjusted version of the index.

Beer
1977-

2014
NIH

DAW,

BC

The NIH reports per-capita consumption of ethanol broken down by beverage type, including

beer.

Population in

Metropolitan

Statistical Areas

1980-

2014

FBI /

ICPSR
DAW

MSA population counts obtained from ICPSR-provided UCR arrests data. 1979 values are

linearly extrapolated.

Executions
1977-

2014
BJS BC

All variables are at the state-year level unless otherwise noted. Variable creation scripts are available from the authors upon

request.
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Appendix H: Methodology to Choose the Number of Lags of the
Dependent Variable to Include as Predictors in Synthetic Con-
trols

We use a cross validated approach to determine the optimal lag choice(s) to include as predic-
tor(s) in the synthetic control model. We use this procedure to choose among four potential lag
choices used in the synthetic control literature; these choices involve including lags of the depen-
dent variable in every pre-treatment year, three lags of the dependent variable,49 one lag which is
the average of the dependent variable in the pre-treatment period, and one lag which is the value
of the dependent variable in the year prior to RTC adoption.50 To implement the cross validation
procedure, we first define our training period as 1977 through the sixth year prior to RTC adop-
tion, the validation period as the fifth year prior to RTC adoption through one year prior to RTC
adoption, and the full pre-treatment period as 1977 through one year prior to RTC adoption. For
each of our 33 treatment units, data from the training period is used to determine the composition
of the synthetic control. Specifically, for each of the 33 treatment units, we assign the treatment
5 years before the treatment actually occurred, and then run the synthetic control program using
the standard ADZ predictors defined in Aneja, Donohue, and Zhang (2011) and a 5 year reporting
window. We then examine the fit during the training period, the validation period, and the entire
pre-treatment period to see how closely the synthetic control estimate matches the value of the
dependent variable for different lag choices.

Tables A11-A13 examine the fit of the synthetic control estimate during the training period,
validation period, and the entire pre-treatment period using three different loss functions. Table
A11 defines the error using the mean squared error between the actual value of the dependent
variable and the synthetic control estimate during a given period; Table A12 uses the mean of the
absolute value of the difference between the treated value and synthetic control estimate; finally,
Table A13 uses the CV of the RMSPE. For Tables A11-A13, an unweighted average of the error for
each of the 33 treatment states is presented. For Tables A14-A16, a population weighted average
of the error for each of the 33 treatment states is presented, where population from the first year of
the relevant period is used.51

49The first lag is the value of the dependent variable in 1977, the second lag is the value of the dependent variable
in the year prior to RTC adoption, and the third lag is the value of the dependent variable in the year that is midway
between the year corresponding to the first and second lag. All results presented in Tables A11 through Table A16 use
overall violent crime as the dependent variable.

50The first choice is used, for example, in Bohn, Lofstrom, and Raphael (2014), the second choice is used by
Abadie, Diamond, and Hainmueller (2010), and the third and fourth choices are suggested by Kaul et al. (2016).

51The first year of the training and full pre-treatment period is 1977, while the first year of the validation period is
the fifth year prior to RTC adoption.
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The results from Tables A11-A16 provide strong evidence that using yearly lags of the depen-
dent variable is the best option. As expected, across all six tables, the error in the training period
is lowest using yearly lags. However, yearly lags also provides the lowest error in the validation
period, regardless of how the error is defined or whether population weights are used to aggregate
the measure of error over all treatment states. In addition, across all six tables, the error over the
full pre-treatment period is lowest using yearly lags.

A potential concern with using all preintervention outcomes of the dependent variable as syn-
thetic control predictors is that the synthetic control unit will not closely match the treated unit on
the non-lagged predictors during the pre-treatment period.52 But as Table A17 shows, we do not
find that the synthetic control unit’s fit on the non-lagged predictors is worse using yearly lags. To
generate the numbers in Table A17, for each treatment state, we first take a simple average of our
predictor of interest over all pre-treatment years (1977 through the year prior to RTC adoption). A
population weighted average of the predictor pre-treatment means is then taken over all treatment
states to reach the figures presented, which represent an aggregate measure of the pre-treatment
predictor means.53 Based on the absolute value of the difference between the aggregate treated
predictor means and the aggregate synthetic control predictor means, yearly lags has the second
best performance. The aggegate synthetic control predictor means using yearly lags comes closest
or second closest to the treated unit for 9/16 predictors. In comparison, one lag that is the average
of the dependent variable in the pre-treatment period comes closest or second closest for 11/16
predictors, one lag that is the value of the dependent variable in the last pre-treatment year comes
closest or second closest for 7/16 predictors, and three lags for 5/16 predictors.

We thus choose yearly lags of the dependent variable as our optimal lag choice for two main
reasons. The first is that yearly lags produces the lowest error not only in the training period, but
also in the validation period and the full pre-treatment period. This statement is robust to various
ways of defining the error and aggregating the error across treatment states. The second is that the
synthetic control units using yearly lags do a fairly good job, relative to the other lag choices, of
matching the pre-treatment (non-lagged) predictor means of the treatment states.

52See Kaul et al. (2016).
53Unlike Tables A11-A16 , where the treatment year for our 33 states of interest is assigned to five years before

the actual year of RTC adoption, in Table A17, the treatment year is identical to the year of RTC adoption. For Table
A17, the states eligible to be in a treated unit’s synthetic control are those states that either never passed RTC laws, or
passed more than 10 years after the treated unit adopted RTC laws. In contrast, for Tables A11-A16, the states eligible
to be in a treated unit’s synthetic control are those states that either never passed RTC laws, or passed any year after
the treated unit adopted RTC laws.
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Table A11: Comparison of Fit Across Various Lagchoices - Define Fit Using Mean Squared
Error

training period; Mean Squared Error validation period; Mean Squared Error full pre-treatment period; Mean Squared Error

three lags 2,162.41 7,435.12 3,827.18
yearly lags 1,393.09 6,893.02 3,036.10

one lag average 3,445.90 7,799.21 4,690.09
one lag final pre-treatment year 2,603.44 7,269.81 4,011.91

Notes: After getting a measure of fit for each state, an unweighted average is taken to arrive at a single measure of fit.Training Period from 1977 through RTC year - 6; Validation Period from RTC year - 5 through RTC year - 1

Table A12: Comparison of Fit Across Various Lagchoices - Define Fit Using Mean Absolute
Difference

training period; Mean Absolute Difference validation period; Mean Absolute Difference full pre-treatment period; Mean Absolute Difference

three lags 30.75 64.19 41.66
yearly lags 23.85 61.59 35.78

one lag average 39.95 68.46 48.88
one lag final pre-treatment year 31.43 62.65 41.68

Notes: After getting a measure of fit for each state, an unweighted average is taken to arrive at a single measure of fit.Training Period from 1977 through RTC year - 6; Validation Period from RTC year - 5 through RTC year - 1

Table A13: Comparison of Fit Across Various Lagchoices - Define Fit Using CVRMSPE
training period; CVRMSPE validation period; CVRMSPE full pre-treatment period; CVRMSPE

three lags 0.12 0.25 0.18
yearly lags 0.10 0.23 0.17

one lag average 0.15 0.26 0.20
one lag final pre-treatment year 0.13 0.24 0.18

Notes: After getting a measure of fit for each state, an unweighted average is taken to arrive at a single measure of fit.Training Period from 1977 through RTC year - 6; Validation Period from RTC year - 5 through RTC year - 1

Table A14: Comparison of Fit Across Various Lagchoices - Define Fit Using Mean Squared
Error

training period; Mean Squared Error validation period; Mean Squared Error full pre-treatment period; Mean Squared Error

three lags 1,557.33 8,467.64 2,901.49
yearly lags 1,589.63 6,222.95 3,538.90

one lag average 4,218.08 6,178.57 6,111.82
one lag final pre-treatment year 3,711.16 13,492.12 5,716.22

Notes: After getting a measure of fit for each state, a population weighted average is taken to arrive at a single measure of fit.Training Period from 1977 through RTC year - 6; Validation Period from RTC year - 5 through RTC year - 1. Population from first year of relevant period is used.

Table A15: Comparison of Fit Across Various Lagchoices - Define Fit Using Mean Absolute
Difference

training period; Mean Absolute Difference validation period; Mean Absolute Difference full pre-treatment period; Mean Absolute Difference

three lags 26.30 67.65 35.62
yearly lags 25.92 58.07 38.91

one lag average 44.73 61.36 55.06
one lag final pre-treatment year 38.88 86.39 49.83

Notes: After getting a measure of fit for each state, a population weighted average is taken to arrive at a single measure of fit.Training Period from 1977 through RTC year - 6; Validation Period from RTC year - 5 through RTC year - 1. Population from first year of relevant period is used.

Table A16: Comparison of Fit Across Various Lagchoices - Define Fit Using CVRMSPE
training period; CVRMSPE validation period; CVRMSPE full pre-treatment period; CVRMSPE

three lags 0.07 0.16 0.10
yearly lags 0.10 0.19 0.15

one lag average 0.11 0.19 0.13
one lag final pre-treatment year 0.13 0.21 0.17

Notes: After getting a measure of fit for each state, a population weighted average is taken to arrive at a single measure of fit.Training Period from 1977 through RTC year - 6; Validation Period from RTC year - 5 through RTC year - 1. Population from first year of relevant period is used.
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Table A17: Crime Predictor Means Before RTC Adoption

treated Synthetic: 3 lags Synthetic: yearly lags Synthetic: 1 lag avg Synthetic: 1 lag final pre-treatment year

popstatecensus 7,459,163.00 8,026,132.00 8,479,127.00 7,278,594.00 9,161,988.00
l_incarc_rate 224.51 189.64 194.12 192.32 197.40

l_policeemployeerate0 248.41 272.85 275.75 275.58 271.52
rpcpi 12,827.91 14,382.73 14,450.62 14,439.30 14,464.70
rpcui 65.70 81.31 80.67 81.32 81.30
rpcim 166.27 200.49 202.72 192.14 204.76
rpcrpo 1,427.63 1,451.61 1,454.97 1,475.17 1,447.78

unemployment_rate 6.81 6.17 6.19 6.09 6.22
poverty_rate 14.61 12.13 12.02 11.89 12.07

density 123.51 262.32 235.30 309.65 262.99
age_bm_1019 1.26 0.71 0.76 0.82 0.76
age_bm_2029 1.11 0.71 0.75 0.80 0.75
age_bm_3039 0.83 0.53 0.56 0.62 0.57
age_wm_1019 6.68 6.23 6.21 6.31 6.25
age_wm_2029 7.11 7.12 7.09 7.14 7.16
age_wm_3039 6.45 6.22 6.22 6.28 6.28

For each treatment state, the predictor of interest is averaged over all pre-treatment years (1977 through RTC year - 1)
a population weighted averageof this statistic is then taken over all treatment states to reach the figures presented

Appendix I: Synthetic Control Estimates Using Other Sets of Ex-
planatory Variables

I. Synthetic Control Estimates Using the BC Explanatory Variables

Table A18 provides synthetic control estimates of the impact of RTC laws on violent crime using
the BC model’s set of predictors.54 This model estimates that RTC laws increase violent crime
consistently after adoption, rising to 13.3 percent after ten years (significant at the .01 level). This
tenth-year effect is also quite close to the corresponding DAW model’s synthetic control estimate
(Table 9), as well as the DAW and BC panel data models’ dummy variable coefficients (Tables
4-5).

Table A18: The Impact of RTC Laws on the Violent Crime Rate, BC covariates, 1977-2014
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Average Normalized TEP -0.247 3.045∗∗ 4.014∗ 4.204∗∗ 6.278∗∗ 6.750∗∗ 9.489∗∗∗ 12.616∗∗∗ 13.077∗∗∗ 13.327∗∗∗

(1.107) (1.488) (1.990) (2.016) (2.458) (3.080) (3.184) (4.046) (3.828) (3.402)
N 33 33 33 33 33 33 33 31 31 31
Standard errors in parentheses
Column numbers indicate post-passage year under consideration; N = number of states in sample
Dependent variable is the difference between the percentage difference in the violent crime rate in treatment and synthetic control states at given post-treatment interval and at time of the treatment
Results reported for the constant term resulting from this regression
States in group: AK AR AZ CO FL GA ID KS KY LA ME MI MN MO MS MT NC ND NE NM NV OH OK OR PA SC SD TN TX UT VA WV WY
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

54For certain treatment states with 0 executions prior to RTC adoption, the synthetic control program is unable to
generate a counterfactual unit. To resolve this problem, and to maintain consistency in the process of generating a
counterfactual unit for the 33 treatment states, the executions variable is dropped from the BC model in the synthetic
controls analysis.
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II. Synthetic Control Estimates Using the LM Explanatory Variables

In our Part II panel data analysis, we saw that RTC laws were associated with significantly higer
rates of violent crime in the DAW model (Table 4), the BC model (Table 5, Panel A), and the MM
model (Table 7, Panel A), but not in the LM model (Table 6, Panel A), although both the LM and
MM models did show RTC laws increased murder. Table A19 estimates the impact of RTC laws
on violent crime using the LM specification.55 The detrimental effects of RTC laws on violent
crime rates are statistically significant at the .05 level starting five years after the passage of a RTC
law, and appear to increase over time. The treatment effects associated with violent crime in Table
A19 range from 11.0 percent in the seventh post-treatment year to 12.8 percent in the tenth post-
treatment year. Remarkably, the DAW, BC, and LM synthetic control estimates of the impact of
RTC laws on violent crime are nearly identical (compare Tables 9, A18, and A19), and this is true
even when we limit the sample of states in the manner described in Tables 10-11.56

Table A19: The Impact of RTC Laws on the Violent Crime Rate, LM covariates, 1977-2014
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Average Normalized TEP -0.031 2.519 4.236∗∗ 4.599∗ 7.097∗∗ 7.687∗∗ 10.984∗∗∗ 12.592∗∗∗ 12.986∗∗∗ 12.801∗∗∗

(1.247) (1.623) (2.077) (2.298) (2.618) (3.211) (3.185) (3.864) (3.699) (2.723)
N 33 33 33 33 33 33 33 31 31 31
Standard errors in parentheses
Column numbers indicate post-passage year under consideration; N = number of states in sample
Dependent variable is the difference between the percentage difference in the violent crime rate in treatment and synthetic control states at given post-treatment interval and at time of the treatment
Results reported for the constant term resulting from this regression
States in group: AK AR AZ CO FL GA ID KS KY LA ME MI MN MO MS MT NC ND NE NM NV OH OK OR PA SC SD TN TX UT VA WV WY
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

III. Synthetic Control Estimates Using the MM Explanatory Variables

Table A20 provides synthetic control estimates of the impact of RTC laws on violent crime using
the MM predictors.57 The table reveals that RTC states experienced overall violent crime rates
that were roughly 15 percent greater than those of their synthetic controls ten years after passage,
which was statistically significant at the .01 level. The similarity of the DAW, BC, LM, and MM

55The modified panel data analyses of LM and MM, shown in Panel B of Tables 6 and 7, did find RTC laws increase
violent crime. In conducting the LM panel data analysis, we used the violent and property arrest rates rather than the
crime-specific arrest rates described by Lott and Mustard (1997) owing to the fact that this would essentially (and
improperly) place the same variable on both sides of the regression model. This objection is less important under the
synthetic control framework. For this reason, we use their contemporaneous crime-specific arrest rates in our synthetic
control model using the Lott and Mustard (1997) control variables.

56The tenth-year effect in the synthetic controls analysis using the LM variables is 12.5 percent when we eliminate
the states with more than twice the average CV of the RMSPE. Knocking out the six states with above-average values
of this CV generates an almost identical 12.6 percent effect. We also estimated the impact of RTC laws on violent
crime using the synthetic controls approach and the LM model modified to use six DAW demographic variables. This
change increased the estimated tenth-year increase in violent crimes from 12.8 percent to 15.3 percent.

57For the same reasons described in footnote 55, we use the lagged violent or property crime arrest rate in our
regression tables but use the contemporaneous violent or property crime arrest rate as a predictor in our synthetic
controls code for the MM specification.

93



synthetic controls estimates of the impact of RTC laws on crime is striking. Moreover, these
four sets of estimates are remarkably consistent with the DAW and BC panel data estimates of
the impact of RTC laws, which bolsters the case that the DAW and BC panel data specifications
provide more reliable estimates of the impact of RTC laws on violent crime than either the LM or
MM models.58

Table A20: The Impact of RTC Laws on the Violent Crime Rate, MM covariates, 1977-2014
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Average Normalized TEP 0.067 1.634 3.116∗ 4.708∗ 7.575∗∗ 8.196∗∗ 11.282∗∗∗ 13.434∗∗∗ 14.689∗∗∗ 15.290∗∗∗

(1.186) (1.535) (1.833) (2.366) (2.832) (3.171) (3.236) (3.999) (4.246) (3.796)
N 33 33 33 33 33 33 33 31 31 31
Standard errors in parentheses
Column numbers indicate post-passage year under consideration; N = number of states in sample
Dependent variable is the difference between the percentage difference in the violent crime rate in treatment and synthetic control states at given post-treatment interval and at time of the treatment
Results reported for the constant term resulting from this regression
States in group: AK AR AZ CO FL GA ID KS KY LA ME MI MN MO MS MT NC ND NE NM NV OH OK OR PA SC SD TN TX UT VA WV WY
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Turning our attention to property crimes, we find little systematic evidence that RTC laws
influence property crime in the synthetic control approach, as our aggregate property crime results
are never significant.

58As we have seen previously, leaving out states with larger CVRMPSEs barely changes the results: Eliminating
states with twice the average CVRMSPE leads to an estimated tenth-year effect using MM variables of 15.0 percent,
and eliminating those with above-average CVRMSPE values leads to an estimated effect of 14.7 percent. We also
estimated the impact of RTC laws on violent crime using the synthetic controls approach and the MM model modified
to use six DAW demographic variables. This change increased the estimated tenth-year increase in violent crimes
from 15.3 percent to 15.4 percent.
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Appendix J: The Contributions of Donor States to the Synthetic
Controls Estimates - Evaluating Robustness

One of the key elements of the synthetic controls approach is that, for each state adopting a RTC
law in year X, the approach searches among states that do not have RTC laws through at least
ten years after X—including never-adopting states—to select a plausible set of control states for
the adopting state. Figure A34 lists all the states that are eligible, under this criterion, to serve as
synthetic controls for one or more of the 33 adopting states, and shows how often they are in fact
selected. The horizontal length of each bar tells us how much, on average, that state contributed
to the synthetic controls in our violent crime estimates. As the Figure indicates, Hawaii appears
most frequently—contributing to a synthetic control 18 of the 33 times it is eligible—and it has
the largest average weight in the synthetic controls, of 21.5 percent.

Figure A34
Frequency of Potential Donor States to Appear as Synthetic Controls in Violent Crime Estimates

0 5 10 15 20 25
Average Percent Contribution to Synthetic Controls

The numerator of the fraction counts the number of instances a state appears as a control unit
The denominator of the fraction counts the number of instances a state is eligible to be in the control unit

The color codes identify if and when a state appearing as a synthetic control went on to subsequently adopt a RTC law

Adopted 1995−2001
Adopted 2002−2008
Adopted 2009−2014
Never Adopted

HI (NA)
WI (2012)
IA (2011)
IL (2014)

NE (2007)
CA (NA)
DE (NA)
MD (NA)
RI (NA)

OH (2004)
MI (2001)
NY (NA)

CO (2003)
MN (2003)
KS (2007)
MO (2004)
MA (NA)
NJ (NA)

AR (1996)
KY (1997)
LA (1996)
NC (1996)
NM (2004)
NV (1996)
OK (1996)
SC (1997)
TN (1997)
TX (1996)

18/33
11/26

8/25
7/28

8/22
9/33

12/33
4/33

5/33
2/11

2/10
4/33

1/11
1/11

2/22
1/11

1/33
1/33

0/1
0/3
0/1
0/1

0/11
0/1
0/1
0/3
0/3
0/1

Given that Hawaii makes such a large contribution as a donor state in the synthetic controls
estimates, and this small state might be unrepresentative of the states for which it is used as a
control, one might be concerned that it might be unduly skewing the estimates of the impact of
RTC laws on violent crime. To address this, as well as the analogous concern for other control
states, we generated 18 additional TEP estimates, with each one generated by dropping a single
one of the 18 states that appears as an element of our synthetic controls analysis (as identified
in Figure A34). The results of this exercise are presented in Figure A35, which shows that our
estimated increase in violent crime resulting from the adoption of a RTC law is extremely robust:
All 18 estimates remain statistically significant at the 1 percent level, and the smallest TEP, which
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comes from dropping New York as a control state, is 11.9 percent.

Figure A35

Estimated Increase in Violent Crime 10 Years After RTC Adoption, Dropping One Donor
State at a Time

Estimated Increase with No States Dropped: 14.7%

0
5

10
15

20
%

 In
cr

ea
se

 in
 V

io
le

nt
 C

rim
e

HI WI IA IL NE CA DE MD RI OH MI NY CO MN KS MO MA NJ
State Dropped from Donor Pool

This graph shows the overall synthetic-controls estimate of the impact of RTC laws on violent crime ten years after
adoption when barring individual states from inclusion in the synthetic control. (The horizontal line shows the estimate
when no states are barred.) The states are arranged in declining order of average contribution to synthetic controls (see
Figure A34), from a high of 21.5 percent for Hawaii to a low of 0.5 percent for New Jersey.
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Appendix K: Does Gun Prevalence Influence the Impact of RTC
Laws?

The wide variation in the state-specific synthetic control estimates that was seen in Figures 6 and 9
suggests that greater confidence should be reposed in the aggregated estimates than in any individ-
ual state estimate, as averaging across a substantial number of states will tend to eliminate the noise
in the estimates. Another way to distill the signal from the noise in the state-specific estimates is to
consider whether there is a plausible explanatory factor that could explain underlying differences
in how RTC adoption influences violent crime. One possible mechanism could be that RTC laws
will influence crime differently depending on the level of gun prevalence in the state at the time of
adoption.

Figure A36
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Average Fraction of Suicides Committed with a Firearm in the 3 Years Prior to RTC Adoption
Note: The Synthetic Control Treatment Effect displayed is for the max{7th, 8th, 9th, 10th} year after RTC adoption
Treatment Effect =  −14.47 + 44.87 * Gun Prevalence. t =  1.54 ; R^2 =  0.07 . Regression weighted by population

Figure A36 shows the scatter diagram for 33 RTC-adopting states, and relates the estimated
impact on violent crime to a measure of gun prevalence. (Gun prevalence is proxied by the com-
monly used measure showing the fraction of suicides in a state that are committed with guns.)
The last line of the note below the Figure provides the regression equation, which shows that the
gun prevalence proxy is positively related to the estimated increase in crime, but the coefficient
is not statistically significant (t = 1.54) and the R2 value is very low.59 The population-weighted

59A bivariate regression that weights by the inverse of the CV of the RMSPE, rather than by state population yields
results substantively identical to those in Figure A36. We also repeat this analysis when dropping the 5 states with
the worst pre-passage fit (NE, WV, MT, SD, and ND), and this modification again does not substantively change the
Figure A36 regression results.
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mean gun proxy level across our 33 states is 0.64 (roughly the level of Montana), which would be
associated with a 14 percent higher rate of violent crime 10 years after RTC adoption.
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Appendix L: The Murder and Property Crime Assessments with
Synthetic Controls

Because the synthetic controls estimates of the impact of RTC laws on violent crime uniformly
generate statistically significant estimates, we have heretofore focused on that analysis. Our syn-
thetic control estimates of the impact of RTC laws on murder and property crime appear in Tables
A3-A10 of the appendix. While in all cases the tenth-year effect for these crimes is positive, in
no case is it statistically significant at even the .10 level. For murder, the point estimates suggest
an increase of 4-5 percent, and for property crime, the point estimates range from 1-4 percent
increases.

The relatively smaller impact of RTC laws on property crime is not surprising. Much property
crime occurs when no one is around to notice, so gun use is much less potentially relevant in prop-
erty crime scenarios than in the case of violent crime, where victims are necessarily present. Most
of the pernicious effects of RTC laws—with the exception of gun thefts—are likely to operate
far more powerfully to increase violent crime rather than property crime. The fact that the syn-
thetic controls approach confirms the DAW panel data estimates showing that RTC laws increase
violent crime while simultaneously showing far more modest effects on property crime (thereby
undermining the DAW panel data estimate showing substantial increases in property crime) may
be thought to enhance the plausibility of the synthetic controls estimates.

But then what are we to make of the relatively small estimated impact of RTC laws on murder?
This might seem to be at odds with our theoretical expectations, and in conflict with the estimated
increases in overall violent crime since one might expect violent crime and murder to move to-
gether. Part of the explanation is that we are able to get more precise estimates of the impact of
RTC laws on violent crime then for the far less numerous, and hence much more volatile, crime
of murder. Indeed, the standard errors for the synthetic controls estimate of increased murder in
the tenth year is 25 percent higher than the comparable standard error for violent crime (compare
Table 9 with Table A3).

But a second and more important fact is also at work that likely suppresses the true estimated
impact of RTC laws on the murder rate. We know from Table 2 that RTC states increased police
employment by 8.39 percent more in the wake of RTC adoption than did non-RTC states. This
suggests that our estimates of the crime-increasing impact of RTC laws are biased downward, but
since police are more effective in stopping murder than either overall violent or property crime, the
extent of the bias is greatest for the crime of murder. In other words, the greater ability of police
to stop murders than overall violent (or property) crime may explain why the synthetic controls
estimates for murder are weaker than those for violent crime. An increase in police employment
of 8.39 percent would be expected to suppress murders in RTC states (relative to non-RTC states)

99



by about 5.6 percent.60 Since the synthetic controls approach does not control for the higher
police employment in the post-adoption phase for RTC states, it may be appropriate to elevate the
synthetic controls estimates on murder to reflect the murder- dampening effect of their increased
police presence.

To adjust our synthetic control estimates of the impact of RTC laws on murder to reflect the
post-adoption changes in the rates of police employment and incarceration, we can compare how
these crime-reducing elements changes in the wake of adoption for our RTC-adopting state and for
the synthetic control. Consistent with the panel data finding of Table 2 that police and incarceration
grew more post-RTC- adoption, we found that, over the 33 models using the DAW covariates
and murder rate as the dependent variable, the population-weighted average percent change in
the incarceration rate from the year of adoption to the 10th year after adoption (the 7th year after
adoption for Kansas and Nebraska) is 28 percent for the treated unit and 19 percent for the synthetic
control unit. For the police employee rate, the analogous numbers are 9.1 percent for the treated
unit and 7.2 percent for the synthetic control unit.61

We correct for this underestimation by restricting the synthetic control unit to have the same
growth rate in incarceration and police as the treated unit.62 Once we have computed an adjusted
murder rate for the 31 synthetic control units in the 10th year after adoption, we then use the
formula described in part IV to construct an adjusted aggregate treatment effect.63 The impact of
controlling for police and incarceration are substantial: the 10th year impact of RTC laws rises
from 4.68 percent (t = 1.28) to 9.75 percent (t = 1.98).64 In other words, the ostensible puzzle that

60The important recent paper by Professors Aaron Chalfin and Justin McCrary concludes that higher police em-
ployment has a dampening effect on crime, and, most strikingly, on murder. Specifically, Chalfin and McCrary (2013)
find elasticities of -0.67 for murder but only -0.34 for violent crimes and -0.17 for property crimes.

6121 of the 33 states experienced growth in the incarceration rate (17/33 for police employee rates) that was greater
than their respective synthetic controls growth rate.

62By comparing the synthetic control unit’s adjusted police/incarceration figures with its actual police/incarceration
figures, and by applying standard estimates of the elasticity of murder with respect to police (-0.67) and incarceration
(-0.15), we can create an adjusted version of the control unit’s murder rate for each year after RTC adoption. For
example, if the adjusted police and incarceration rates for the synthetic control unit were both 10 percent greater than
the actual rates in the 10th year after adoption for a RTC-adopting state, we would adjust the murder rate for the
synthetic control unit downwards by 0.67*10 + 0.15*10 = 8.2 percent (thereby elevating the predicted impact of RTC
laws on murder).

63Kansas and Nebraska, both 2007 adopters, have no comparable data for 10 years after adoption and are thus not
included in this calculation.

64If one only corrects for the larger jump in police experienced by the treatment states, the 10th year effect jumps
from 4.68 percent (t = 1.28) to 7.77 percent (t = 1.70). The 9.75 percent estimated jump in the murder rate in the
text results from restricting the synthetic control unit to have the same post-adoption year growth rate in police and
incarceration as the treated unit. One can also try to control for differential post-adoption movements in police and
incarceration by focusing on the post-adoption change in the levels of the police employee rate and the incarceration
rate. When we constrain the post-adoption change in police and incarceration between the treated and synthetic control
unit to be the same 10 years thereafter, the aggregate 10th-year effect is 9.94 percent (t = 2.08). Using this second
technique, if one only corrects for the larger jump in police experienced by the treatment states, the 10th-year effect is
8.06 (t = 1.83).
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RTC laws increased overall violent crime but did not increase murder may be explained by the
fact that RTC-adopting states masked the increase in murder by elevating their rates of police and
incarceration.
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